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Lecture 2  
“Coordinate Descent Methods” 

 

Coordinate descent is an approach for minimizing functions in which 
only a subset of the variables are allowed to change at each 
iteration, while the remaining variables are held fixed. This approach 
has been popular in applications since the earliest days of 
optimization, because it is intuitive and because the low-dimensional 
searches that take place at each iteration are inexpensive in many 
applications. In recent years, the popularity of coordinate descent 
methods has grown further because of their usefulness in data 
analysis. In this talk we describe situations in which coordinate 
descent methods are useful, and discuss several variants of these 
methods and their convergence properties. We describe recent analysis 
of the convergence of asynchronous parallel versions of these methods, 
which achieve high efficiency on multicore computers. 

 
Date: Tuesday, March 22, 2016 

Time: 4:00pm—5:00pm 
Place: Amos Eaton 214 

 
 

Refreshments: 4th Floor Amos Eaton @ 3:30pm 
 
 
 
 
 

 
 

 

H
os

t: 
Ro

ng
jie

 L
ai

 


